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SYSTEM AND METHOD FOR 3D SCENE FIG . 7 is a block diagram of one embodiment of a system 
RECONSTRUCTION WITH DUAL for calibrating an imaging device that uses dual comple 
COMPLEMENTARY PATTERN mentary patterns for illuminating a scene . 

ILLUMINATION FIG . 8A is a flow chart illustrating a process for perform 
5 ing depth calibration of an imaging device that utilizes dual 

PRIORITY complementary patterns for illuminating a scene . 
FIG . 8B is a flow chart illustrating a process for perform 

The present patent application claims priority to and ing coordinate calibration of an imaging device that utilizes 
incorporates by reference the corresponding provisional dual complementary patterns for illuminating a scene . 
patent application Ser . No . 62 / 344 , 789 , titled , “ System and and 10 FIG . 9 is one embodiment of a computer system that may 
Method for 3D Scene Reconstruction with Dual Comple e be used with the present invention 
mentary Pattern Illumination ” filed on Jun . 2 , 2016 . DETAILED DESCRIPTION 

TECHNICAL FIELD 15 Embodiments of an apparatus , system , and process for 
utilizing dual complementary pattern illumination of a scene This disclosure relates generally to digital imaging , and in when performing depth reconstruction of the scene are particular but not exclusively , relates to three - dimensional described herein . In embodiments , correspondence in struc 

scene reconstruction . tured illumination with low latency and very high accuracy 
20 can be obtained using dual complementary pattern illumi BACKGROUND INFORMATION nation of a scene , as discussed in greater detail below . In the 

following description , numerous details are set forth . It will 
When a camera captures an image , a two - dimensional be apparent , however , to one of ordinary skill in the art 

( 2D ) representation of the scene in the field of view of the having the benefit of this disclosure , that the present inven 
camera is obtained . However , for many applications , a 25 tion may be practiced without these specific details . In some 
three - dimensional ( 3D ) reconstruction of the scene is instances , well - known structures and devices are shown in 
desired . A 3D reconstruction can be obtained by illuminating block diagram form , rather than in detail , in order to avoid 
the scene with a known pattern and taking a photograph of obscuring the present invention . 
the illuminated scene with the camera . When the point - to - Some portions of the detailed description that follow are 
point correspondence of the photograph with the known 30 presented in terms of algorithms and symbolic representa 
illumination pattern can be determined , triangulation can be tions of operations on data bits within a computer memory . 
used to determine the depth of each point , and the scene can These algorithmic descriptions and representations are the 
be reconstructed in three dimensions . The correspondence means used by those skilled in the data processing arts to 
problem , however , is difficult . With current solutions , there most effectively convey the substance of their work to others 
is high latency in image acquisition because many images 35 skilled in the art . An algorithm is here , and generally , 
must be taken , there is a high latency in computation of the conceived to be a self - consistent sequence of steps leading 
correspondence between the multiple images , and / or there is to a desired result . The steps are those requiring physical 
uncertainty in determining the correspondence . manipulations of physical quantities . Usually , though not 

necessarily , these quantities take the form of electrical or 
BRIEF DESCRIPTION OF THE DRAWINGS 40 magnetic signals capable of being stored , transferred , com 

bined , compared , and otherwise manipulated . It has proven 
convenient at times , principally for reasons of common 

invention are described with reference to the following usage , to refer to these signals as bits , values , elements , 
figures , wherein like reference numerals refer to like parts symbols , characters , terms , numbers , or the like . 
throughout the various views unless otherwise specified . 45 It should be borne in mind , however , that all of these and 
The drawings are not necessarily to scale , emphasis instead similar terms are to be associated with the appropriate 
being placed upon illustrating the principles being physical quantities and are merely convenient labels applied 
described . to these quantities . Unless specifically stated otherwise as 

FIG . 1 is a block diagram of an exemplary system apparent from the following discussion , it is appreciated that 
architecture for three - dimensional scene reconstruction 50 throughout the description , discussions utilizing terms such 
based on dual complementary pattern illumination of the as “ projecting ” , “ capturing ” , “ identifying ” , “ performing ” , 
scene . " generating ” , “ constructing ” , " calibrating ” , “ performing ” , 

FIG . 2 is a block diagram of one embodiment of an " tracking " , or the like , refer to the actions and processes of 
endoscope and an image processing device . a computer system , or similar electronic computing device , 

FIG . 3 is a flow chart illustrating a process for performing 55 that manipulates and transforms data represented as physical 
three - dimensional scene reconstruction by projecting ( e . g . , electronic ) quantities within the computer system ' s 
complementary patterns on the scene . registers and memories into other data similarly represented 

FIG . 4A illustrates one embodiment of a first reference as physical quantities within the computer system memories 
image for use in three - dimensional scene reconstruction or registers or other such information storage , transmission 

FIG . 4B illustrates one embodiment of a second comple - 60 or display devices . 
mentary reference image for use in three - dimensional scene The present invention also relates to an apparatus for 
reconstruction . performing the operations herein . This apparatus may be 

FIG . 5 is a flow chart illustrating a process for using specially constructed for the required purposes , or it may 
complementary patterns projected on a scene during three comprise a general purpose computer selectively activated 
dimensional scene reconstruction . 65 or reconfigured by a computer program stored in the com 

FIG . 6 illustrates one embodiment of feature vector gen - puter . Such a computer program may be stored in a computer 
eration using dual complementary pattern illumination . readable storage medium , such as , but not limited to , any 

hod 
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type of disk including floppy disks , optical disks , CD - device 120 . In one embodiment , projector 112 is a digital 
ROMs , and magnetic - optical disks , read - only memories micromirror device ( DMD ) with projection optics and a 
( ROMs ) , random access memories ( RAMs ) , EPROMs , light source ( not shown ) . The DMD is a matrix of micro 
EEPROMs , magnetic or optical cards , or any type of media mirrors that can be controlled by image processing device 
suitable for storing electronic instructions . 5 120 such that each micromirror can either reflect light 

The algorithms and displays presented herein are not towards a scene , or away from it . The light source shines on 
inherently related to any particular computer or other appa - the DMD , and the pattern on the DMD goes through the 
ratus . Various general purpose systems may be used with projection optics and is projected onto the scene . In one 
programs in accordance with the teachings herein , or it may embodiment , the light source can be a laser of specific 
prove convenient to construct a more specialized apparatus 10 frequency to differentiate its illumination from ambient 
to perform the required method steps . The required structure illumination ( if any ) . 
for a variety of these systems will appear from the descrip - In one embodiment , image processing device 120 controls 
tion below . In addition , the present invention is not projector 112 and camera 114 to project a first reference 
described with reference to any particular programming image 116 - 1 , such as a full grid of dots from the DMD 
language . It will be appreciated that a variety of program - 15 micromirrors , which is captured by camera 114 . Then , a 
ming languages may be used to implement the teachings of second reference image 116 - 2 , such as the same grid of dots 
the invention as described herein . but with randomly selected dots missing ( e . g . , a dropped 

FIG . 1 is a block diagram of an exemplary system dots grid pattern ) , is projected by projector 112 and another 
architecture 100 for three - dimensional scene reconstruction image is captured by camera 114 . One embodiment of a full 
based on dual complementary pattern illumination of the 20 grid of dots reference image is illustrated in FIG . 4A , while 
scene . In one embodiment , the system includes an endo - a complementary dropped dots grid pattern is illustrated in 
scope 110 communicably coupled with an image processing FIG . 4B . In another embodiment , the first reference image 
device 120 . In embodiments , endoscope 110 may be coupled may be a first subset of the full grid of dots illustrated in FIG . 
via physical connection ( e . g . , wired connection ) , via a 4A , while the second reference image is a second subset of 
wireless connection ( e . g . , wireless network , near field com - 25 the full grid of dots , where the first and second subsets 
munication , etc . ) , or other type of communications link . collectively include each of the full grid of dots . Different 
Furthermore , the imaging processing device 120 may be reference images can be used as reference images consistent 
communicably coupled with a display 130 and an imaging with the discussion herein , so long as each of the dots can 
data store 140 , over any of the communications links dis - be identified from the dual complementary patterns . 
cussed herein . 30 In one embodiment , the projector 112 is controlled by 

image processing device 120 to display the dual comple 
scene with camera 114 . Camera 114 may include a lens and mentary reference images on a scene , with each reference 
an image sensor . In one embodiment , the camera 114 image being a reference image stored in a memory of image 
includes a single lens and a single image sensor , although processing device 120 . After the images of the dual comple 
multiple lens and / or image sensor cameras could be used 35 mentary reference images ( e . g . , 116 - 1 and 116 - 2 ) are 
consistent with the discussion herein . The lens of camera acquired by camera 114 , image processing device 120 
114 allows light to pass from outside of endoscope 110 ( e . g . , utilizes the captured images of the two reference images 
a scene ) to the image sensor of camera 114 . The image projected on the scene to quickly and accurately perform 3D 
sensor , such as a complementary metal - oxide - semiconduc - scene reconstruction . 
tor ( CMOS ) image sensor , charge - coupled device ( CCD ) 40 In one embodiment , 3D scene reconstruction is enabled 
image sensor , etc . , captures the light on a grid of pixels and by image processing device 120 assigning every dot in the 
conveys image information to image processing device 120 . full dot grid pattern , e . g . , reference image 116 - 1 , a feature 

Image processing device 120 is a computer processing representation based on the second , complementary refer 
system , such as a desktop computer , laptop computer , tablet ence image 116 - 2 . In one embodiment , this feature repre 
computer , mobile telephone , or purpose build computing 45 sentation consists of a feature vector having a length that is 
device , which includes a processor , memory , communica - a given number of nearest - neighbor dots . FIG . 6 illustrates 
tion interfaces , and other components typically found in one embodiment of neighbor detection for generation of the 
computer processing systems . One embodiment of a com - feature vector . As illustrated in FIG . 6 , the complementary , 
puting processing system is discussed in greater detail below second projection pattern with randomly dropped dots is 
in FIG . 10 . In one embodiment , image processing device 50 illustrated 602 . For a given dot 604 in the second reference 
120 receives image data captured by camera of endoscope , image 602 , a certain number of neighboring dots 610 , such 
which can be displayed on display 130 and / or stored in an as all dots one dot away , two dots away , three dots away , as 
imaging data store 140 . For example , display 130 may well as dots in other preconfigured patterns , are determined 
display captured image data to a doctor , nurse , or other as either being present or not present in the second reference 
diagnostician that is analyzing image data captured by 55 image 602 . In one embodiment , the feature vector represents 
endoscope 110 . Furthermore , imaging data store 140 may which neighbor dots are present and not present in the 
store captured image data for later analysis by a health care second , complementary second reference image 602 . For 
professional , such as storing captured pre - surgery image each neighbor dot represented in the feature vector , a U is 
data or storing image data to a patient ' s electronic medical stored for a dot that is missing in the missing dot grid pattern 
records . 60 ( e . g . , 616 ) , and 1 is stored for a dot that exists in the missing 

In one embodiment , endoscope 110 enables image pro - dot grid pattern ( e . g . , 612 ) . A feature vector is constructed by 
cessing device 120 to perform 3D scene reconstruction of image processing device 120 for each dot in the first , full 
captured image data using dual complementary patterns gird of dots reference image . For example , the feature vector 
projected onto a scene being imaged . Endoscope 110 for dot 604 can be expressed as the one - dimensional binary 
includes projector 112 for projecting a first reference image 65 array : [ 0 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 ] . 
116 - 1 and a second reference image 116 - 2 , which are When the two nearest neighbor dots of each dot are used to 
captured by camera 114 and provided to image processing generate the feature vector , there may be 224 distinct feature 
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vectors possible for identifying each dot in a full grid of dots In one embodiment , projector controller 260 is respon 
reference image ( e . g . , there are 2 ̂  distinct feature vectors sible for controlling the projector 212 of endoscope . In one 
possible for dots in the first reference image when N nearest embodiment , projector 212 is a DMD device with individu 
neighbor dots are used and 50 % of the dots are randomly ally controllable micromirrors that can reflect a light source 
dropped from the second , complementary reference image ) . 5 on a scene . In one embodiment , projector controller 260 
Therefore , an extremely low probably of false match is configures projector 212 to display dual complementary 
attained when a sufficient number of dots , such as 50 % , are reference images 216 - 1 and 216 - 2 . In one embodiment , the 
randomly dropped in the second reference image and when first reference image 216 - 1 projects a full grid of dots ( e . g . , 

each of the dots corresponding to mirrors of a DMD pro a sufficient number of nearest neighbor dots are used for 
generating feature vectors . From the feature vector for each 10 jection device ) . Three dimensional image processor 265 

controls camera 214 to capture an image of a scene having dot , the corresponding dot on the reference full dot grid the first reference image 216 - 1 projected thereon . Then , pattern can be established . That is , the feature vector acts as projector controller 260 configures projector 212 to project a unique identifier for each dot in the first reference image a second reference image 216 - 2 on a scene , where the using image data captured of the second , complementary 15 mentary 15 second reference image is complementary to the first refer 
reference image . Once the dots within captured image data ence image , but has missing dots . In one embodiment , a 
of the first , full grid of dots reference image is identified sufficient number of dots are randomly selected for display 
using the feature vectors constructed from dots captured in in the reference image 216 - 1 to ensure that each dot in the 
a second , dropped dots reference image , depth reconstruc - first reference image 216 - 1 can be accurately identified . In 
tion can be performed on captured image data . 20 one embodiment , 50 % of the dots are randomly selected for 

Returning to FIG . 1 , in one embodiment , image process - display in reference image 216 - 2 , and the second reference 
ing device 120 utilizes calibrated depth and pixel coordinate image 216 - 2 is stored in a memory of image processing 
dictionaries that relates how the image sensor of camera 114 device 250 for later re - use during additional dual comple 
picks up the dots on an image sensor pixel array with real mentary reference image projections for 3D scene recon 
world depth and coordinate values . Using calibration data , 25 struction . 
as described in greater detail below , the pixel coordinates of After images of the scene upon which the first and second 
each dot on an image sensor can be translated to a 3D reference images are projected have been captured , corre 
position in the real world . That is , how the image sensor of spondence engine 275 is responsible for identifying dots in 
camera 114 picks up a dot on an image sensor array may be the first reference image 216 - 1 based on the complementary 
converted to real - world depth and real world coordinate 30 nature of the second reference image 216 - 2 . As discussed 
values to provide real world ( x , y , z ) coordinates for captured herein , in one embodiment , correspondence engine 275 
image data . Thus , translating each dot in the full dot grid utilizes a feature vector for each dot of the first reference 
pattern to real world 3D coordinates yields a 3D scene image 216 - 1 generated from nearest neighbors of the second 
reconstruction . reference image 216 - 2 . The feature vector for each dot 

Although an endoscope is illustrated and discussed , 3D 35 defines an identifier for each dot in the full grid of dots of the 
scene reconstruction using dual complementary pattern illu - first reference image 216 - 1 with sufficient accuracy to 
mination need not be limited to endoscopes . Other imaging ensure proper identification of individual dots projected on 
devices that perform imaging and would benefit from 3D a scene . In one embodiment , the feature vectors can be 
information , such as mobile phones , robotic devices , com generated by correspondence engine 275 from the second 
puter vision systems , autonomous vehicles , self - driving 40 reference image 216 - 2 prior to projection on a scene and 
vehicles , etc . , can implement the methods and systems image capture by endoscope 210 . In one embodiment , the 
discussed herein . These devices will also benefit from the correspondence engine 275 analyzes a captured image of a 
fast and accurate 3D scene reconstruction discussed herein . scene with the first reference image 216 - 1 projected thereon , 

FIG . 2 is a block diagram of one embodiment 200 of an and a captured image of a scene with the second reference 
endoscope 210 and an image processing device 250 . Endo - 45 image 216 - 2 projected thereon . From the second reference 
scope 210 and an image processing device 250 provide image 216 - 2 projected on the scene , the correspondence 
additional details for the endoscope 110 and image process - engine 275 generates feature vector s for each dot projected 
ing device 120 discussed above . on the scene in the first reference image . That is , a dot from 

In one embodiment , the image processing device 250 the first , full grid of dots from a first captured image data is 
includes an endoscope interface 255 , a projector controller 50 associated with the dot ( or lack of a dot ) in the second 
260 , a three dimensional image processor 265 , a correspon - captured image data having the corresponding position in 
dence engine 275 , and a calibrator 270 . The endoscope 210 the capture image data . Then , a comparison of the feature 
includes a projector 212 , such as a DMD projection device , vectors generated from the second reference image 216 - 2 in 
and a camera 214 . In one embodiment , the endoscope 210 the captured image data with the feature vectors generated 
and image processing device 250 communicate with each 55 before image capture , enables correspondence engine 275 to 
other over a wired or wireless communications link , as directly and efficiently identify each dot in the image data of 
discussed above in FIG . 1 . the first reference image 216 - 1 projected on the scene . 

The image processing device 250 , in embodiments , can be In one embodiment , after each dot has been identified in 
implemented in a computing device , such as a desktop the captured image data , pixel coordinates are determined by 
computer , laptop computer , tablet computer , computing 60 three dimensional image processor 265 for each dot in the 
appliance , video game console , mobile telephone , as well as full grid of dots . Pixel coordinates , as discussed herein , refer 
other computing devices . Endoscope interface 255 is to what pixel ( s ) on the image sensor of camera 214 the dot 
responsible for communicably coupling image processing was captured . In one embodiment , more than one pixel may 
device 250 with endoscope 210 to enable image processing pick up a dot projected on a scene , and thus three dimen 
device 250 the ability to control the projector 212 of 65 sional image processor 265 determines a centroid of each 
endoscope 210 , as well as to receive image data captured by projected dot . The determined pixel coordinates for each dot 
camera 214 of endoscope 210 . may then be translated , using calibrated depth and coordi 
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nate dictionaries relating pixel coordinates to real world embodiment , a sufficient number of dots , such as 40 % , 50 % , 
depth and x - y values . In one embodiment , the depth and 60 % , etc . , are randomly dropped to ensure that each dot may 
coordinate dictionaries are generated by calibrator 270 , as be uniquely identified using a feature vector , as discussed 
discussed in greater detail below in FIGS . 7 , 8A , and 8B . In herein . Processing logic then captures second image data 
one embodiment , given a determined pixel coordinate , three 5 containing the complementary second reference image on 
dimensional image processor 265 determines a depth value the scene with the camera of the endoscope ( processing 
( z ) of the scene at the point upon which the pixel was block 308 ) . 
projected as a function of the pixel coordinate . Furthermore , In embodiments , the order of projecting and capturing 
once the depth value is known , three dimensional image first and second reference images may be changed so that the 
processor 265 may further determine real world coordinates 10 complementary pattern is projected prior to a full grid of 
values ( x , y ) of the scene at the point upon which the pixel dots pattern . In either embodiment , the process may return 
was projected . From these two calculations , real world to processing block 302 to capture additional dual comple 
coordinates are determined for the point in the captured mentary reference images projected on a scene . 
image data , thereby associating real world ( x , y , z ) values Processing logic identifies features of the first reference 
with that point . When the real - world coordinates are deter - 15 image from the complementary second reference image 
mined for each projected point from the first reference ( processing block 310 ) . In one embodiment , features of the 
image , the collection of real world coordinate and depth first reference image , such as dots in a grid of dots , are 
values is used to perform 3D scene reconstruction on the identified using features of the complementary second ref 
captured image . erence image . In one embodiment , discussed in greater 

In embodiments , projection of the dual complementary 20 detail in FIG . 5 , a feature vector is constructed from the 
patterns , capture of image data , and correspondence deter second reference image as an identifier for each feature of 
mination may be performed rapidly and accurately by image the first reference image . Then , using the captured images of 
processing device 250 . Similarly , determination of pixel processing blocks 304 and 308 , the feature vectors for 
coordinates and translation of those pixel coordinates to real reference images projected on a scene may be generated 
world ( x , y , z ) values may also be performed rapidly and 25 from the image captured in processing block 308 , and 
accurately . As a result , 3D data for captured images may be corresponding dots identified by matching the constructed 
generated in real time , or near real time , as one or more and generated feature vectors . 
images are captured . Furthermore , the rapid and accurate 3D After identification of features in the first reference image , 
scene reconstruction process enables 3D scene reconstruc - processing logic performs three dimensional scene recon 
tion of live video data , as well as 3D scene reconstruction of 30 struction for image data captured by the endoscope based on 
captured still images . the identified features in the first reference image ( process 

After 3D scene reconstruction of captured image data has ing block 312 ) . Processing logic generates depth and real 
been performed by three dimensional image processor 265 , world coordinate values ( e . g . , real world x , y , and z data ) for 
three dimensional image processor 265 may send the 3D portions of image data corresponding to those portions upon 
image data to storage and / or a display unit ( not shown ) . For 35 which a dot was projected . Using the collection of real world 
example , images of a 3D reconstructed scene may be stored coordinate values , processing logic can generate three 
and tagged in a pre - operative image registry . As another dimensional image data from the image data captured by 
example , real - time 3D reconstructed image data may be endoscope ( processing block 314 ) . In embodiments , the 
output to a display device to enable a medical professional generated three dimensional image data may be outputted , 
to view the 3D image data . 40 by processing logic , to a display ( e . g . , a display communi 

FIG . 3 is a flow chart illustrating a process 300 for cably coupled with processing logic ) , a data store ( e . g . , a 
performing three - dimensional scene reconstruction by pro - pre - operative image data store , a patient record , etc . ) , or 
jecting complementary patterns on the scene . The process is other output . 
performed by processing logic that may comprise hardware FIG . 5 is a flow chart illustrating a process 500 for using 
( circuitry , dedicated logic , etc . ) , software ( such as is run on 45 complementary patterns projected on a scene during three 
a general purpose computer system or a dedicated machine ) , dimensional scene reconstruction . The process is performed 
firmware , or a combination . In one embodiment , the process by processing logic that may comprise hardware ( circuitry , 
is performed by an endoscope and an image processing dedicated logic , etc . ) , software ( such as is run on a general 
device ( e . g . , endoscope 110 or 210 , and image processing purpose computer system or a dedicated machine ) , firm 
device 120 or 250 ) . 50 ware , or a combination . In one embodiment , the process is 

Referring to FIG . 3 , processing logic begins by projecting performed by an endoscope and an image processing device 
a first reference image on a scene with a projector of an ( e . g . , endoscope 110 or 210 , and image processing device 
endoscope ( processing block 302 ) . In one embodiment , the 120 or 250 ) . 
first reference image is a grid of dots in a first pattern , such Referring to FIG . 5 , processing logic begins by , for each 
as the full grid of dots illustrated in FIG . 4A . The projected 55 dot in a first pattern of dots ( e . g . , a first reference image ) , 
pattern may be projected with an infrared , or other light constructing a corresponding feature vector from nearest 
emitting device , capable of projecting different patterns . One neighbor dots from a complementary second pattern of dots 
such device , as discussed herein , is a DMD projection ( e . g . , a complementary second reference image ) ( processing 
device . Processing logic then captures first image data block 502 ) . FIG . 6 illustrates a dot 604 in the complementary 
including the reference image on the scene with a camera of 60 second pattern of dots 602 . The feature vector corresponding 
the endoscope ( processing block 304 ) . to the nearest neighbors may indicate which neighboring 

Processing logic projects a complementary second refer - dots are projected and which are not ( e . g . , lack of a dot 616 ) . 
ence image on the scene with the projector of endoscope The grid of neighboring dots 610 illustrates which dots , 
( processing block 306 ) . In one embodiment , the second within two dots of a dot of interest , are projected ( e . g . , dot 
reference image is a grid of dots with a portion of dots 65 612 ) , and which are not ( e . g . , lack of a dot 616 ) . A feature 
randomly dropped from the full grid pattern . An example of vector , such as the binary array [ 0 , 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 0 , 1 , 1 , 1 , 
a dropped dots pattern is illustrated in FIG . 4B . In one 1 , 1 , 1 , 1 , 0 , 0 , 1 , 0 , 0 , 1 ] , therefore describes the nearest neigh 

9 + 9 + 9 + 9 + 9 + 9 
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bors of dot 604 , with a 1 indicating the dot exists and 0 of an image processing device ( e . g . , calibrator 270 ) in 
indicating the dot does not exist . In an embodiment where conjunction with a calibration system ( e . g . , system 700 ) . 
50 % of the dots are randomly dropped in the complementary Referring to FIG . 8A , processing logic begins by project 
second reference image , there are 224 distinct possible fea - ing a first reference image on a movable stage at a depth 
tures vectors , which ensures an extremely low probability of 5 plane ( processing block 802 ) . In one embodiment , the depth 
false match . The feature vectors constructed for each dot in plane is a known distance between the image sensor of a 
the first pattern of dots may then be stored for later use in camera and the surface of the moveable stage . As discussed identifying features of reference images . herein , the first reference image may be a grid of dots In one embodiment , the feature vectors are constructed projected by a DMD projection device . Furthermore , the prior to 3D scene reconstruction . Then , during scene recon - 10 grid of dots may be a full grid of dots , such as that illustrated struction , for each dot from a captured first reference image in FIG . 4A . projected on a scene , processing logic generates a feature Processing logic projects a complementary second refer vector for each dot from dots of a complementary second 
image projected on the scene ( processing block 504 ) . That ence image on the moveable stage at the depth plane 
is , during 3D scene reconstruction . first and second refer - 15 ( processing block 804 ) . In one embodiment , the comple 
ence images are projected on a scene , images captured of the mentary second reference image is a second grid of dots with 
reference images , and feature vectors generated in accor - randomly dropped dots , such as that illustrated in FIG . 4B . 
dance with the process of processing block 502 . Processing Processing logic determines a feature vector correspon 
logic uses the feature vectors to generate an identification for dence for features in the first reference image from the 
each dot from the captured first reference image ( processing 20 second reference image ( processing block 806 ) . In one 
block 506 ) . embodiment , the correspondence between features of the 

As discussed herein , once each dot is identified in the first first and second reference images is determined according to 
reference image , real world depth and coordinate values may the process of FIG . 5 discussed above . 
be determined for each dot using calibrated depth and Processing logic tracks image sensor pickup data , such as 
coordinate dictionaries . These dictionaries enable a transla - 25 the location of features on an image sensor at a depth plane 
tion from pixel coordinates of the dots in captured image ( processing block 808 ) . In one embodiment , the tracking by 
data to real world 3D coordinates . The translations in the processing logic includes processing logic capturing image 
depth and coordinate dictionaries for each pixel are gener sensor pixel coordinates for each feature ( e . g . , dot ) of the 
ated during calibration of an imaging device , such as endo - first reference image . In one embodiment , where more than 
scope 110 or 210 . 30 one pixel of an image sensor picks up a feature , the centroid 

FIG . 7 is a block diagram of one embodiment of a system of the pixels capturing the feature is used as the pixel 
700 for calibrating an imaging device that uses dual comple coordinate at the depth plane . 
mentary patterns for illuminating a scene . The system When there are additional depth planes for calibration 
includes a projector 702 and a camera 710 , such as those ( processing block 810 ) , processing logic moves the move 
discussed in FIGS . 1 and 2 . Furthermore , a moveable stage 35 able stage to a different depth plane ( processing block 812 ) . 
730 is also provided on a perpendicular plane to the plane of The projection and capture of the reference images , and 
projection and image capture . In one embodiment , the tracking of image sensor pickup data , is repeated for a 
moveable stage 730 is coupled with a support 740 ( e . g . , a plurality of depth planes . In one embodiment , the plurality 
breadboard ) and may be adjusted known distances towards of depth planes includes a range of depth planes correspond 
and away from the plane 712 of an image sensor , and a plane 40 ing to an intended range of use of the imaging device being 
714 of a lens , of camera 710 . calibrated . For example , the depth planes may range from 

In one embodiment , the moveable stage 730 may be 0 . 25 mm to 20 mm in depth , and the moveable stage may be 
moved perpendicular to the camera 710 and projector 702 to moved at 0 . 25 mm increments within this range . Other 
establish a known distance between a projection surface of ranges of field of use , as well as incremental movement 
moveable stage 730 ( upon which projector 702 projects 45 distances of depth planes , may be used in accordance with 
reference images ) and camera 710 . Projector 702 may then the discussion herein . 
project the dual complementary reference images discussed When there are no additional depth places for calibration 
herein , which are captured by camera 710 . Using the pro - ( processing block 810 ) , processing logic performs regres 
cesses of FIGS . 8A and 8B discussed below , an image sion analysis on the tracked image sensor pickup data for 
processing device calibrates dictionaries for translating pixel 50 each feature vector at each depth plane to generate a depth 
coordinates ( e . g . , sensor pixel coordinate data ) for captured dictionary that models image sensor pickup data with a real 
reference images to real world coordinate values . The pro - world depth of a corresponding feature in the first reference 
cess of calibration is performed at a plurality of depth planes image ( processing block 814 ) . In one embodiment , the depth 
( Z ; ) , such as every 1 mm of an intended range of use of an dictionary provides , for each feature ( e . g . , dot ) of the first 
imaging device . Then a linear regression analysis may be 55 reference image , a function that translates pixel coordinates 
performed to model the captured pixel coordinates to real - captured for that feature to a real world depth ( z ) of the 
world depth and pixel values . These models are stored , for feature in the scene in which the feature is projected . 
each dot in a , full grid of dots reference image , in the depth FIG . 8B is a flow chart illustrating a process 850 for 
and coordinate dictionaries discussed in greater detail below . performing coordinate calibration of an imaging device that 

FIG . 8A is a flow chart illustrating a process 800 for 60 utilizes dual complementary patterns for illuminating a 
performing depth calibration of an imaging device that scene . The process is performed by processing logic that 
utilizes dual complementary patterns for illuminating a may comprise hardware ( circuitry , dedicated logic , etc . ) , 
scene . The process is performed by processing logic that software ( such as is run on a general purpose computer 
may comprise hardware ( circuitry , dedicated logic , etc . ) , system or a dedicated machine ) , firmware , or a combination . 
software ( such as is run on a general purpose computer 65 In one embodiment , the process is performed by a calibrator 
system or a dedicated machine ) , firmware , or a combination of an image processing device ( e . g . , calibrator 270 ) in 
In one embodiment , the process is performed by a calibrator conjunction with a calibration system ( e . g . , system 700 ) . 
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Referring to FIG . 8B , processing logic begins by captur storage device 920 coupled to bus 915 for storing static 
ing image data , at a depth plane , of a printed image having information and instructions for processor 910 , and a data 
a full grid of distinguishable features , which correspond to storage device 925 such as a magnetic disk or optical disk 
the features of a first reference image , with known distances and its corresponding disk drive . Data storage device 925 is 
between each feature in the printed image ( processing block 5 coupled to bus 915 for storing information and instructions . 
852 ) . In one embodiment , the printed image has dots with The system may further be coupled to a display device 
known distances between each dot , and which corresponds 970 , such as a light emitting diode ( LED ) display or a liquid 
to a full grid of dots pattern in a first reference image . crystal display ( LCD ) coupled to bus 915 through bus 965 
Furthermore , the features in the printed image are distin - for displaying information to a computer user . An alphanu 
guishable in the captured image data , such as distinguishable 10 meric input device 975 , including alphanumeric and other 
by color , intensity , shape , etc . keys , may also be coupled to bus 915 through bus 965 for 
When there are additional depth planes for capturing the communicating information and command selections to 

printed image for calibration ( processing block 854 ) , pro - processor 910 . An additional user input device is cursor 
cessing logic moves the movable stage to a different depth control device 980 , such as a mouse , a trackball , stylus , or 
plane ( processing block 856 ) . In one embodiment , the depth 15 cursor direction keys coupled to bus 915 through bus 965 for 
planes are the same as those used in the calibration discussed communicating direction information and command selec 
in FIG . 8A . However , in embodiments , different depth tions to processor 910 , and for controlling cursor movement 
planes over an intended range of use of an imaging device on display device 970 . 
could be used . Another device , which may optionally be coupled to 
When there are no additional depth planes for capturing 20 computer system 900 , is a communication device 990 for 

the printed image for calibration ( processing block 854 ) , accessing other nodes of a distributed system via a network . 
processing logic performs , for each feature in the printed The communication device 990 may include any of a 
image , regression analysis on tracked image sensor pickup number of commercially available networking peripheral 
data for features of the printed image across the depth planes devices such as those used for coupling to an Ethernet , token 
based on the known depths and the known distances 25 ring , Internet , or wide area network . The communication 
between each feature to generate a coordinate dictionary that device 990 may further be a null - modem connection , or any 
translates pixel coordinates to real world coordinate values other mechanism that provides connectivity between the 
( processing block 858 ) . In one embodiment , the coordinate computer system 900 and the outside world . Note that any 
dictionary is , for each feature ( e . g . , dot ) of a reference or all of the components of this system illustrated in FIG . 9 
image , a model that translates pixel coordinate values and a 30 and associated hardware may be used in various embodi 
known depth ( obtained according to the process of FIG . 8A ) ments of the present invention . 
to real world coordinate values ( e . g . , real world x , y values ) It will be appreciated by those of ordinary skill in the art 
for a feature projected on a scene by an imaging device . The that any configuration of the system may be used for various 
image sensor pixel coordinate data , along with the known purposes according to the particular implementation . The 
depth data , enables processing logic to perform a displace - 35 control logic or software implementing the present invention 
ment calculation between the features in the printed image can be stored in memory 950 , data storage device 925 , or 
in the image plane . other storage medium locally or remotely accessible to 

In embodiments , the processes of FIG . 8A and 8B can be processor 910 . 
performed for individual imaging devices to provide a It will be apparent to those of ordinary skill in the art that 
calibration process that accounts for manufacturing differ - 40 the system , method , and process described herein can be 
ences between devices . That is , even if different devices are implemented as software stored in memory 950 or read only 
built to strict tolerances , minor imperfections in lens , sensor , memory 920 and executed by processor 910 . This control 
projector , distances there between , etc . can alter the ultimate logic or software may also be resident on an article of 
results of depth reconstruction . Thus , the calibration of manufacture comprising a computer readable medium hav 
FIGS . 8A and 8B ensure that each device is properly 45 ing computer readable program code embodied therein and 
calibrated to ensure fast and accurate depth reconstruction of being readable by the data storage device 925 and for 
image data using the calibrated depth and coordinate dic - causing the processor 910 to operate in accordance with the 
tionaries , when used with the dual complementary reference methods and teachings herein . 
images discussed herein . The present invention may also be embodied in a hand 

FIG . 9 is one embodiment of a computer system that may 50 held or portable device containing a subset of the computer 
be used with the present invention . The computer system hardware components described above . For example , the 
may provide the functionality of the image processing handheld device may be configured to contain only the bus 
systems discussed above . Furthermore , it will be apparent to 915 , the processor 910 , and memory 950 and / or 925 . The 
those of ordinary skill in the art , however , that other alter - handheld device may also be configured to include a set of 
native systems of various system architectures may also be 55 buttons or input signaling components with which a user 
used . may select from a set of available options . The handheld 

The computer system illustrated in FIG . 9 includes a bus device may also be configured to include an output appa 
or other internal communication means 915 for communi - ratus such as a liquid crystal display ( LCD ) or display 
cating information , and a processor 910 coupled to the bus element matrix for displaying information to a user of the 
915 for processing information . The system further com - 60 handheld device . Conventional methods may be used to 
prises a random access memory ( RAM ) or other volatile implement such a handheld device . The implementation of 
storage device 950 ( referred to as memory ) , coupled to bus the present invention for such a device would be apparent to 
915 for storing information and instructions to be executed one of ordinary skill in the art given the disclosure of the 
by processor 910 . Memory 950 also may be used for storing present invention as provided herein . 
temporary variables or other intermediate information dur - 65 The present invention may also be embodied in a special 
ing execution of instructions by processor 910 . The system purpose appliance including a subset of the computer hard 
also comprises a read only memory ( ROM ) and / or static ware components described above . For example , the appli 
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ance may include a processor 910 , a data storage device 925 , to features of the first reference image and the comple 
a bus 915 , and memory 950 , and only rudimentary commu mentary second reference image . 
nications mechanisms , such as a small touch - screen that 2 . The method of claim 1 , wherein identifying features of 
permits the user to communicate in a basic manner with the the first reference image from features of the complementary 
device . In general , the more special - purpose the device is , 5 second reference image comprises : 
the fewer of the elements need be present for the device to for each dot in the grid of dots of the first reference image , 
function . constructing a corresponding feature vector from near The processes explained above are described in terms of est neighbor dots from the grid of dropped dots of the computer software and hardware . The techniques described complementary second reference image ; may constitute machine - executable instructions embodied 10 for each dot from the grid of dots of the first reference within a tangible or non - transitory machine ( e . g . , computer ) image in the first image data , generating the corre readable storage medium , that when executed by a machine sponding feature vector from the grid of dropped dots will cause the machine to perform the operations described . of the complementary second reference image in the Additionally , the processes may be embodied within hard second image data ; and ware , such as an application specific integrated circuit 15 
( “ ASIC ” ) or otherwise . generating an identification for each dot from generated 

A tangible machine - readable storage medium includes feature vectors , the identification of each dot based on 
any mechanism that provides ( i . e . , stores ) information in a a match between the generated feature vector with a 
non - transitory form accessible by a machine ( e . g . , a com corresponding constructed feature vector . 
uter network device nersonal digital assistant any device 203 . The method of claim 1 . further comprising : 

with a set of one or more processors , etc . ) . For example , a calibrating depth and coordinate dictionaries that translate 
machine - readable storage medium includes recordable / non pixel coordinate values of portions of image data of the 
recordable media ( e . g . , read only memory ( ROM ) , random scene to real world 3D coordinate values for corre 
access memory ( RAM ) , magnetic disk storage media , opti sponding portions of the image data ; and 
cal storage media , flash memory devices , etc . ) . 25 performing the 3D scene reconstruction with the depth 

The above description of illustrated embodiments of the and coordinate dictionaries to provide real world 3D 
invention , including what is described in the Abstract , is not coordinate values for the identified features in the first 
intended to be exhaustive or to limit the invention to the reference image . 
precise forms disclosed . While specific embodiments of , and 4 . The method of claim 3 , further comprising : 
examples for , the invention are described herein for illus - 30 for a plurality of depth planes , 
trative purposes , various modifications are possible within projecting the first reference image and the comple 
the scope of the invention , as those skilled in the relevant art mentary second reference image on a moveable stage 
will recognize . at a depth plane , and 

These modifications can be made to the invention in light determining feature vector correspondence for features 
of the above detailed description . The terms used in the 35 in the first reference image from features of the 
following claims should not be construed to limit the inven complementary second reference image ; 
tion to the specific embodiments disclosed in the specifica tracking image sensor pickup data for the features in the 
tion . Rather , the scope of the invention is to be determined first reference image over the plurality of depth planes ; 
entirely by the following claims , which are to be construed and 
in accordance with established doctrines of claim interpre - 40 performing a regression analysis on the tracked image 
tation . sensor pickup data using the tracked image sensor 

pickup data at each depth plane to generate a depth 
What is claimed is : dictionary that translates image sensor pickup data for 
1 . A method comprising : a portion of a captured image to a real world depth 
projecting , with a projector of an imaging device , a first 45 value for the portion of the captured image . 

reference image and a complementary second reference 5 . The method of claim 4 , further comprising : 
image on a scene ; for the plurality of depth planes , capturing image data , at 

capturing , with a camera of the imaging device , first a depth plane , of a printed image attached to the 
image data and second image data including the first moveable stage , wherein the printed image comprises 
reference image and the complementary second refer - 50 distinguishable features printed on the printed image 
ence image on the scene ; having known distances there between , and wherein the 

identifying features , with a processing system coupled distinguishable features correspond with the features of 
with the imaging device , of the first reference image the first reference image ; and 
from features of the complementary second reference for each feature in the printed image , performing a 
image ; 55 regression analysis on tracked image sensor pickup 

performing three dimensional ( 3D ) scene reconstruction data for the distinguishable features of the printed 
for image data captured by the imaging device based on image across the plurality of depth planes , the regres 
the identified features in the first reference image ; and sion analysis performed based on a known depth of the 

generating a 3D image from the 3D scene reconstruction moveable stage and the known distances between each 
for the image data , 60 feature in the printed image to generate a coordinate 

wherein the first reference image is a grid of dots and the dictionary that translates image sensor pickup data for 
complementary second reference image is a grid of the portion of the captured image to real world coor 
dropped dots , wherein a set of dots are randomly dinate values for the portion of the captured image . 
dropped from the grid of dots to form the grid of 6 . The method of claim 5 , wherein the image sensor 
dropped dots of the complementary second reference 65 pickup data comprises image sensor pixel coordinates that 
image , and wherein dots in the first reference image and correspond with a centroid of pixels of the image sensor that 
the complementary second reference image correspond pick up a feature in a captured image . 
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7 . The method of claim 1 , wherein the imaging device a match between the generated feature vector with a 
comprises an endoscope , and wherein the processing system corresponding constructed feature vector . 
comprises an image processing system communicably 13 . The non - transitory machine readable storage medium 
coupled with the endoscope . of claim 11 , further comprising : 

8 . The method of claim 1 , wherein the projector is a digital 5 calibrating depth and coordinate dictionaries that translate 
micromirror device ( DMD ) projection device comprising a pixel coordinate values of portions of image data of the 
controllable matrix of micromirrors that direct light onto , or scene to real world 3D coordinate values for the 
away from , the scene , further comprising : corresponding portions of the image data ; and 

controlling the DMD projection device to project the first performing the 3D scene reconstruction with the depth 
reference image utilizing all of the micromirrors of the 10 and coordinate dictionaries to provide real world 3D 
matrix ; and coordinate values for the identified features in the first 

controlling the DMD projection device to project the reference image . 
complementary second reference image utilizing a ran - 14 . The non - transitory machine readable storage medium 
domly selected portion of the micromirrors of the of claim 11 , wherein the imaging device comprises an 
matrix . 15 endoscope , and wherein the processing system comprises an 

9 . The method of claim 8 , wherein the camera comprises image processing system communicably coupled with the 
a single lens and a single image sensor . endoscope . 

10 . The method of claim 1 , wherein generating the 3D 15 . A system comprising : 
image comprises storing the 3D image in a patient file , an imaging device comprising 
storing the 3D image in a pre - operative image registry , 20 a projector to project a first reference image and a 
outputting the 3D image to a display device communicably complementary second reference image on a scene , 
coupled with the processing system , or a combination and 
thereof . a camera to capture first image data and second image 

11 . A non - transitory machine readable storage medium data including the first reference image and the 
having instructions stored thereon , which when executed by 25 complementary second reference image on the 
a processing system , cause the processing system to perform scene ; and 
a method comprising : a processing system communicably coupled with the 

projecting , with a projector of an imaging system , a first imaging device to 
reference image and a complementary second reference identify features of the first reference image from 
image on a scene ; features of the complementary second reference 

capturing , with a camera of the imaging device , first image , 
image data and second image data including the first perform three dimensional ( 3D ) scene reconstruction 
reference image and the complementary second refer for image data captured by the imaging device based 
ence image on the scene ; on the identified features in the first reference image , 

identifying features , with the processing system coupled 35 and 
with the imaging device , of the first reference image generate a 3D image from the 3D scene reconstruction 
from features of the complementary second reference for the image data , 
image ; wherein the first reference image projected by the pro 

performing three dimensional ( 3D ) scene reconstruction jector is a grid of dots and the complementary second 
for image data captured by the imaging device based on 40 reference image projected by the projector is a grid of 
the identified features in the first reference image ; and dropped dots , wherein a set of dots are randomly 

generating a 3D image from the 3D scene reconstruction dropped from the grid of dots to form the grid of 
for the image data , dropped dots of the complementary second reference 

wherein the first reference image is a grid of dots and the image , and 
complementary second reference image is a grid of 45 wherein dots in the first reference image and the comple 
dropped dots , wherein a set of dots are randomly mentary second reference image correspond to features 
dropped from the grid of dots to form the grid of of the first reference image and the complementary 
dropped dots of the complementary second reference second reference image . 
image , and wherein dots in the first reference image and 16 . The system of claim 15 , wherein the processing 
the complementary second reference image correspond 50 system identifies features of the first reference image from 
to features of the first reference image and the comple - features of the complementary second reference image com 
mentary second reference image . prises the processing system to 

12 . The non - transitory machine readable storage medium for each dot in the grid of dots of the first reference image , 
of claim 11 , wherein identifying features of the first refer construct a corresponding feature vector from nearest 
ence image from features of the complementary second 55 neighbor dots from the grid of dropped dots of the 
reference image comprises : complementary second reference image , 

for each dot in the grid of dots of the first reference image , for each dot from the grid of dots of the first reference 
constructing a corresponding feature vector from near image in the first image data , generate the correspond 
est neighbor dots from the grid of dropped dots of the ing feature vector from the grid of dropped dots of the 
complementary second reference image ; 60 complementary second reference image in the second 

for each dot from the grid of dots of the first reference image data , and 
image in the first image data , generating the corre generate an identification for each dot from generated 
sponding feature vector from the grid of dropped dots feature vectors , the identification of each dot based on 
of the complementary second reference image in the a match between the generated feature vector with a 
second image data ; and 65 corresponding constructed feature vector . 

generating an identification for each dot from generated 17 . The system of claim 15 , further comprising the 
feature vectors , the identification of each dot based on processing system to 
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calibrate depth and coordinate dictionaries that translate 
pixel coordinate values of portions of image data of the 
scene to real world 3D coordinate values for the 
corresponding portions of the image data , and 

perform the 3D scene reconstruction with the depth and 5 
coordinate dictionaries to provide real world 3D coor 
dinate values for the identified features in the first 
reference image . 

18 . The system of claim 15 , wherein the imaging device 
comprises an endoscope , and wherein the processing system 10 
comprises an image processing system communicably 
coupled with the endoscope . 

* * * * 


